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Abstract
Using wireless capsule endoscopes for diagnosis and treatment of gastrointestinal tract disease has been increased in recent
years. Due to the anatomical shape of the stomach, one of the most important challenges in capsule endoscopy is steering
and controlling of the capsule inside the stomach to obtain the high-quality imaging. Another challenge is improving the
accuracy of steering and controlling of the capsule, which is already highly dependent upon the operator’s knowledge and
skill who acts as a high-level controller. To address these challenges, in this paper, a novel image based High-Level Control
system (H-LC) is proposed for real-time autonomous control of an active capsule endoscope. In the proposed system, first,
a new desired path planning method based on detecting the stomach folds is implemented using the acquired images. Then,
various maneuvers are presented for following the desired path and adjusting the orientation of the capsule. The core of these
maneuvers is based on geometric analysis and computer vision techniques. The results for path planning method show the
averages of Sensitivity 94%, Specificity 88% and Accuracy 92% on 82 endoscopic images of the stomach. For evaluating
the proposed maneuver planning method, simulation in MATLAB is used. Based on the results, the suggested H-LC system
can be used accurately for planning and following the desired path to achieve a more accurate control and steering of a
capsule endoscope in a stomach with an unknown size.

Keywords Active capsule endoscope · Automatic endoscopy · Computer vision · High-level control · Path and maneuver
planning

1 Introduction

The capsule endoscope is the new technology introduced in
recent years for diagnosis and treatment of gastrointestinal
tract (GI tract) disorders. One class of endoscopic capsules
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is the passive capsule endoscope, which is already widely
used for examination of the small intestine [1, 2]. However,
it may fail to acquire images from some important areas
because its movement depends on peristaltic contractions.
Another class of capsule endoscopes is active capsule
endoscope whose movement is steerable and controllable.
For this reason, this type of capsule endoscopes provides
more reliable results [1, 3]. Active capsule endoscopes can
help the clinician to take targeted biopsy and drug delivery.
Besides, using this class of capsule endoscopes leads to
decreasing the consuming energy, procedure time and the
rate of capsule retention. Moreover, examination of the
entire GI tract including the stomach can be possible by use
of active capsule endoscopes [4]. Despite the many benefits,
this class has not yet reached commercial production
because there are various challenges related to it.

Achieving a complete autonomous capsule is one of the
most important challenges [5]. In the literature, different
methods, including lumen detection, vision-based and haptic
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feedback are proposed to assist in the steering and controlling
of capsule endoscopes in GI tract [6, 7]. In [6], a method is
suggested to partial automation of capsule navigation based
on lumen detection in colon. Information achieved from
lumen detection can help in capsule reorientation. In [7], a
novel robotic visual and haptic based system for navigation
of the capsule endoscope inside the colon is presented. In
this system, the operator uses the haptic guidance module
and 3D generated maps to navigate the capsule.

Another important challenge is steering and controlling
of the active capsule endoscope inside the stomach due
to the existence of large open space inside the stomach
and its large anatomic size [8]. In this regard, different
methods for autonomous steering and controlling of a
capsule endoscope inside the stomach have been presented.
Tortora et al. introduced a method for capsule endoscope’s
locomotion inside a liquid-distended stomach. In this
method, the capsule exploits four propellers that their
speeds and directions can be controlled by the user [9,
10]. Swain et al. presented a report in which a modified
PillCam COLON capsule was used for housing a permanent
magnet. This modified capsule was manipulated magnet
in the human stomach by an external handheld permanent
[11]. Rahman et al. used the Microcam-Navisystem to
visualize the esophagus and stomach [12]. This system
included a capsule containing a permanent magnet, a sensor
belt that was fitted around the mid-torso of the patient,
a receiver that was attached to the sensor belt, and an
external handheld magnet. In another approach, Olympus
Medical Systems Corp. and Siemens Healthcare developed
a magnetically guided capsule endoscopy (MGCE) system,
which consisted of the capsule endoscope with a small
permanent magnet, the guidance magnet and the user
interface [13, 14]. The capsule was steered inside the
stomach by the physician using two joysticks. Carpi and
his colleagues used a cardiovascular magnetic navigation
system as an external robot for navigation of a magnetically
modified endoscopic capsule inside the stomach [15, 16].
Mahoney and Abbott exploited a commercial 6-DOF
robotic manipulator for 5-DOF manipulating of a magnetic
capsule endoscope in fluid, which was similar to a fluid-
distended stomach [17].

In all of the presented methods for steering and
controlling of the active capsule endoscopes inside the
stomach, the operator uses the acquired images by the
capsule as the feedback for determining the new desired
position and orientation of the capsule. In other words, the
operator acts as a high-level controller. For example in [9,
10, 13–17] for steering and controlling of the capsule, first,
the operator as a high-level controller specifies the desired
values of the position and orientation of the capsule. Then,
a low-level controller calculates the corresponding value of
the actuator, and finally, the capsule is transferred to the

new location. In [11, 12] the operator acts as both high-
level and low-level controllers, i.e. by steering a handheld
external magnet, he/she steers the capsule endoscope. It
can be concluded that in all of the mentioned methods, the
proper steering and controlling of the capsule inside the
stomach depends on the operator’s skills and experiences,
which are difficult to achieve [1]. Since lack of operator’s
skills and his inaccuracies can lead to inappropriate imaging
or non-imaging of some important areas, and ultimately
lead to failure to detect disorders of the stomach, different
researches have been done for enhancing the accuracy
of imaging and facilitating the stomach diagnosis. These
researches help the operator to steer and control of the
capsule by adjusting its position and orientation using 3D
surface reconstruction [7, 18, 19]. However, these methods
are not very useful to address the mentioned problems above
because the operator still acts as a high-level controller.
In addition, 3D surface reconstruction using endoscopic
images of the stomach is not accurate enough and has a high
computational cost.

In this paper, a novel approach, a High-Level Control
(H-LC) System is proposed. This system provides real-
time automatic examination of the stomach (with an
unknown size and exact shape) by autonomous control of an
active endoscopic capsule equipped with only a monocular
camera. In medical field, image-based control techniques
are widely used generally for two purposes: 1. to assist the
operator to determine the desired path, 2. to be used in the
feedback of inner control loop (low-level controller) [20].
As it is stated in [20], the final state in visual servoing is
fully automated surgery (image-based autonomous control),
which is not still addressed in the existing literature. This
approach is already used for image-based autonomous
control of mobile robots in unknown environments. The
main purpose of these methods is the road recognition
and the desired path planning for navigation of the mobile
robots. For the road recognition and its separation from
its surroundings, different techniques such as, recognizing
road edges [21], estimating the road as a geometrical shape
[22], using the vanishing point of the road [23], using color
and texture segmentation [24], using pixels classification
[25], using image segmentation base on graph [26], and
extracting the road contour using image segmentation and
classification [27], have been presented.

In this paper, the proposed autonomous control method is
achieved by planning the desired path and maneuvers based
on the acquired images by the camera.

The core of the proposed H-LC system is detecting
and following the folds of the greater curvature. First,
a novel method is suggested for real-time planning the
desired path using the acquired images as the feedbacks.
Next, the desired path is followed using the proposed
maneuvers. Then, a newmethod is proposed for maintaining
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the direction of the capsule toward the wall of the stomach
based on geometric modeling and analysis. Finally, the
distance between the capsule and the wall is adjusted
based on the method presented in our previous work
[28]. This procedure leads to an automatic endoscopy
while the capsule is steered autonomously from the fundus
to the antrum. Using the suggested H-LC system, the
desired positions and orientations of the capsule can be
defined autonomously and without the need of an operator’s
intervention during the endoscopy procedure. Therefore, the
accuracy of the stomach imaging and diagnosis is enhanced
and an automatic endoscopy is provided.

The rest of this paper consists of 4 sections. In Section 2,
the main purpose of this paper is explained more precisely
and different phases of the high-level control system
are presented. The simulation results and discussion are
explained in Section 3, and finally in Section 4 the
conclusion and future work are drawn.

2Methods andMaterials

The general system for automatic endoscopy by means of an
active capsule endoscope inside the stomach is shown in Fig. 1.
This system consists of three main parts: an active capsule
endoscope, a high-level control system, which determines
the desired path and maneuvers for autonomous control of
the capsule, and a low-level controller for transmitting the
proper commands to the actuators to reach the desired path
and maneuvers. The main purpose of this paper is planning
the desired path and maneuvers based on endoscopic
images, called the high-level control (H-LC) system, for
autonomous control of a capsule endoscope inside the
stomach. This purpose is achieved in spite of the unknown
exact shape and size of the stomach in different patients.
The proposed control system provides a capsule endoscopy
examination in which the capsule is not in contact (or is in
minimum contact) with the walls of the stomach.

The stomach can be anatomically divided into several
parts, including cardiac, fundus, body, lesser curvature,
greater curvature, antrum and pylorus [29]. Each part has

a special form and structural properties, which should be
considered in designing the autonomous control system of
the capsule. The presented H-LC system in this paper can
be used specifically for imaging of the greater curvature,
which is covered with the compact folds. The proposed
high-level controller can be connected to every low-
level controllers containing either internal locomotion or
external locomotion. The locomotion mechanisms that are
applicable to the free-floating capsule endoscopes are
desirable. For this reason, magnetic levitation mechanisms
(which are external locomotion) [30] and swimming
mechanisms (which are internal locomotion) in a liquid-
filled stomach cavity can be appropriate locomotion
mechanisms.

The best position and orientation of the capsule during
the automatic endoscopy will be achieved if 1. there is a
distance between the capsule and the greater curvature, and
2. the optical axis of the capsule camera remains toward the
greater curvature (Fig. 2). Since the capsule is not in contact
with the greater curvature or any other walls, the stomach is
exposed to less damage [31]. Besides, since the orientation
of the capsule with respect to the greater curvature is similar
to the conventional endoscopy by the flexible endoscope, it
provides more accurate examination of the stomach [31].

The proposed H-LC system plans the desired path and
the maneuvers regarding pre knowledge of the environment,
initial position of the capsule, and three constraints: 1. the
capsule should move on a path between the fundus and
the antrum, 2. the capsule should do the imaging of the
greater curvature while its camera’s optical axis remains
approximately perpendicular to the greater curvature during
the movement, 3. the capsule should not have any contact
with the walls of the stomach.

Before starting the use of H-LC system a primary
step, including calibration and parking stages, is performed
(Section 2.1). In H-LC system, autonomous control is done
discretely and it consists of different movement steps. Each
movement step comprises 4 phases: planning the desired
path, following the desired path, maintaining the camera
direction, and adjusting the distance (Sections 2.2 to 2.5)
(Fig. 3).

Fig. 1 The schematic of the
general control system for
automatic capsule endoscopy
inside the stomach
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Fig. 2 The best position and orientation of a capsule endoscope with
respect to the greater curvature when the patient lies on his left side

2.1 Primary Step

2.1.1 Calibration

The proposed calibration process is done in vitro using the
capsule endoscope and a phantom model of stomach only
one time for each type of the capsule endoscope. First, a
line, whose length is equal to the desired translation value
of the capsule along the greater curvature (�x) in each
movement step, should be drawn on the greater curvature
of the phantom model (line AB in Fig. 4). Then, the camera
(capsule) is manuaaly placed Z0 cm far away from the
greater curvature of the phantom model of the stomach
where the quality and the scale of the acquired image is
satisfactory to the physician. According to the physicians’
experiences, the proper value for Z0 is 3 or 4 cm. In this
position, image 1 is acquired and then, the number of pixels
equivalent to �x cm of the greater curvature of the phantom
model (the number of pixels on line AB) is stored (k). After
that, the camera is shifted 1 cm away along the optical axis
(�z = −1), the new picture is acquired and the scale factor
between this image and image 1 is obtained (S−1) [28]. This
process is repeated for �z = −2, −3, 1, 2, and 3 (when the
value of Z0 is selected as 4 cm) (Fig. 4), and for each �z,
the related scale factors are determined (Table 1).

2.1.2 Parking

The proposed parking stage is defined as placing the
capsule at the beginning of the greater curvature (where
the fundus meets the greater curvature). To make it easier
for the operator to achieve this, two steps, including initial
parking and secondary parking are suggested. The reference
coordinate system and the body coordinate system are
defined in each step.

Initial Parking: Immediately after passing through the
gastroesophageal junction (GEJ) and cardiac, the capsule
must be placed so that the camera is directed toward the
cardiac. In the other words, at the initial parking, the current
image should display the cardiac. After parking the capsule,
the initial reference coordinate system is defined as Fig. 5a.
Here, the body coordinate system and the initial reference
coordinate system are coincident.

Secondary Parking: The capsule is rotated about YP 1 in
the positive direction while the fundus is displayed in the
images. When the folds appear in the image from the middle
to the last columns, the rotation stops and the rotation
angle is stored. As a result, the direction of the capsule is
perpendicular to the beginning part of the greater curvature.
Then, the capsule is moved along the new Z-axis until
a high quality image with the proper zoom and scale is
acquired according to the operator’s preference (since the
selected quality and the scale of the image in this step and
in “calibration” step are approximately the same, it can be
concluded that the distance between the capsule and the
greater curvature is approximately equal to Z0). Now the
new axes are defined as the second reference coordinate
systems shown in Fig. 5b. In this step the body coordinate

Fig. 3 The schematic diagram of the presented high-level control
system



J Intell Robot Syst (2019) 94:115–134 119

Fig. 4 The phantom model of
the stomach, different positions
of the capsule endoscope with
respect to the greater curvature
in calibration, and line AB

system and the second reference coordinate system are
coincident. After the secondary parking, the capsule is ready
for imaging of the greater curvature.

2.2 Planning the Desired Path

The main purpose in path planning is detecting the
boundaries of the folds and defining the desired path in the
middle of the region where the folds are restricted to in
each frame. To this end, none of the methods mentioned
above in Section 1, can be used for detecting the boundary
of the folds because the region where the folds are restricted
to in endoscopic images doesn’t have any distinguishable
edge, specific shape and structure, clear color variation, and
uniform illumination.

Table 1 The data that are obtained in calibration

Capsule Displace-
ment Related to Its
First Position (�z)

SCALE

FACTORS (S)
Number of Pixels
Equivalent to �x

cm of the Phantom’s
Greater Curvature

0 1 k

1 S1 −
2 S2 −
3 S3 −
-1 S−1 −
-2 S−2 −
-3 S−3 −

In this study, a new method is presented for detecting the
boundary of the folds based on the endoscopic images of the
greater curvature.

2.2.1 Detecting Folds Boundaries

For preparing the images to find the folds boundaries, first,
the color image sent from the capsule to the computer is con-
verted to grayscale. Then, two morphological operations,
opening and closing [32], are applied to the image to make
it smoother. Opening is an erosion followed by a dilation.
The other operation, closing, is defined as a dilation fol-
lowed by an erosion. The main goal of using morphological
operations is smoothing the object’s contours.

In order to detect folds boundaries, image segmentation
based on geometric active contours is used. Active contours
are deformable curves (or surfaces) used for finding object
boundaries by moving within the images. Since in the
endoscopic images the objects do not have specific edges
and illumination is not uniform, in this paper, the region
based model presented in [33] is used. This model is
based on curve evolution techniques and level set method.
After image segmentation and detecting the region where
the folds are restricted to, the perimeter pixels, which
demonstrate the boundaries, are extracted.

2.2.2 Defining the Desired Path

The desired path is planned based on the detected boundaries
as follows:

Since the path of the folds is placed horizontally from
left to right in the image, the desired path is also defined
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Fig. 5 The position of the
capsule endoscope and the
defined reference coordinate
system after a initial parking, b
secondary parking

horizontally. For planning the desired path, in each column
of the image, the middle point between the pixel on the
boundary closest to the first row and the pixel on the
farthest boundary to the first row, are obtained. By using
this method, the impact of the holes’ boundaries, which
are created because of the non-uniform illumination during
the endoscopy, is removed. As a result, the desired path
is located in the middle of the region where the folds are
restricted to.

In some cases, the region where the folds are restricted
to starts from the first or the last row of the image (Fig. 6).
Since in these cases only one boundary is detected for the
folds, in order to plan the desired path, the following steps
should be done. Steps 1, 2, and 3 are defined for recognition
of these cases. Step 4 is used for detecting another boundary
for them, and in step 5 the desired path is planned.

1- The image that displays the perimeter pixels is
considered. 10 columns of this image which are located
at the distance of j (=thenumberof thecolumns/10)
from each other, starting from j/2th column, are
selected. In each column, the quantity of the pixels
whose intensity is equal to 1, is calculated and stored in
i.

2- If the value of iis equal to 1 for at least 3 columns (it
means there are 3 columns that the intensity of only one
pixel in each of them is equal to 1), only one boundary
has been found for the folds.

3- The numbers of the rows and the columns of the pixels
mentioned in the previous step are stored.

4- The segmented image is selected. For each pixel whose
coordinate is specified in step 3, the value of the
intensity of the pixel at the row above it and at the same
column is determined (Ir ). If the value of Ir is equal
to 0 for most of these pixels, it means that the folds
are located in the region above the detected boundary

because the region where the folds are restricted to is
displayed in black. Therefore, the first row is assigned
as another boundary. If the value of Ir is equal to 1 for
most of them, it means that the folds are located in the
region below the detected boundary consequently, the
last row is assigned as another boundary.

5- In each column of the main image, the middle pixel
between the pixel on the boundary which is determined
in step 4, and the pixel on the farthest boundary to that,
is selected. Finally the desired path, which is the path
of folds, is planned.

In the cases that folds cover the whole of the image,
no boundary is detected. If these cases occurred during
secondary parking, no desired path is defined; otherwise the
middle pixels between the pixels in the first and the last rows
are selected as the desired path.

Fig. 6 An image of the greater curvature that the region where the
folds are restricted to starts from the first row of the image
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It should be noted that the pixels on the planned desired
path and at the first and last columns of the image are not
acceptable because there are four triangular black regions at
the corners of the endoscopic images.

2.3 Following the Desired Path

For following the desired path, several maneuvers should be
implemented.

First maneuver: to ensure that all of the folds inside
the boundaries have been shown in the current frame, the
desired path should be placed horizontally in the middle row
of the image. To achieve this, first, the initial point of the
desired path should be selected. This selection is based on
the fact that the camera is against the greater curvature and
its optical axis is considered approximately perpendicular
to the surface of the greater curvature. Due to the camera’s
field of view, the points of the greater curvature that are
placed exactly against the camera are appeared in the middle
column of the acquired image (Fig. 7). Therefore the pixel
on the desired path and in the middle column of the image
is selected as the initial point (A).Then, a line (AB) is drawn
between this point and the pixel on the desired path and in
k columns ahead (B). Second, the angle between this line
and the horizontal line (ψ) is calculated (Fig. 8). Finally,
the capsule is rotated about the ZP 2-axis by ψ◦. As a result,
the part of the desired path (the path between two pixels) is
located horizontally in the new image (Fig. 9).

Second maneuver: For transferring the horizontal line
(AB) to the middle row of the image, first, the number of
pixels between the initial point (A) and the pixel in the
center of the image is measured and named m. Then, the
capsule is translated along YC1-axis by �y that is calculated
as:

�y = − m

k∗ (1)

Where k∗ is the number of the pixels equivalent to the
desired amount of the capsule’s translation along the greater
curvature in each movement step (�x). Since the distance
between the capsule and the greater curvature can be

Fig. 7 The position of the camera which can be considered against the
middle column of the acquired image when it is perpendicular to the
scene

considered approximately constant and equal to Z0 by
applying phase 4 (Section 2.5), the value of k∗can be chosen
equal to the value of kobtained in calibration.

Third maneuver: for following the desired path, the
capsule is moved �x cm in the direction of XC2-axis in
each movement step. If the value of �x is selected too large,
enough matching interest points, which are necessary for
adjusting the distance between the capsule and the greater
curvature [28], are not detected. Therefore, the best value of
�xis 1 cm.

Figure 10 shows different maneuvers defined in this
section.

2.4 Maintaining the Camera Direction

For maintaining the camera directed toward the greater
curvature and approximately perpendicular to it, a rotation
maneuver is introduced. In the proposed maneuver the
capsule is rotated about YC3-axis by α◦. The proposed
method of determining α is based on geometric analysis.
In order to show the position of the capsule with respect to
the greater curvature, the surface of the greater curvature is
projected on a cylindrical surface as shown in Fig. 11. R11
is the position of the capsule after the secondary parking
and R21 is the position of the capsule after applying the
introduced maneuvers in Section 2.2. For displaying the
rotation of the capsule, the projection of the cylindrical
surface on XZ-plane is used (Fig. 12).

After applying the introduced maneuvers in Section 2.2,
the capsule at its new position is not perpendicular to the
curve at point B. The rotation maneuver is applied so that
the capsule becomes approximately perpendicular to the
curve at point B ′. The error of non-perpendicularity of the
camera to the curve at point B ′ (E1) can be obtained as:

E1 = |α − (β + γ )| (2)

where β is the angle between the perpendicular line to the
curve at point B (OB) and the horizontal line (OA), and γ is
the angle between OB and OB ′.

As it is shown in Fig. 12, the angle β can be assumed as:

β = sin−1
(

�x

Ra

)
(3)

where Ra is the radius of the cylindrical surface (greater
curvature). Since Ra can be assumed larger than 2 cm
in adult stomach and �x = 1 (as it is mentioned in
Section 2.3), β can be assumed a small angle and it can be
approximated as:

β ≈ 1

Ra

(4)
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Fig. 8 Line AB and angle ψ on
the desired path

In order to calculate γ in terms of α, Fig. 13 is considered
and the length of BB ′ is calculated.

In triangle BB ′′B ′:

{
̂BB ′B ′′ = β + γ + 180−γ

2 − α

̂BB ′′B ′ = 180 − 180−(α−β)
2

⇒ ̂B ′′BB ′ = α − (β + γ )

2
= 1

2
E1

(5)

It can be concluded from Eq. 5 that for small error:

BB ′ ∼= BB ′′ (6)

In triangle BOA′:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

CB = b − (Ra − Ra cos (β))
f or small β:cos(β)=1=============⇒ CB = b

BO ′ = h
sin(α−β)

h=CB sin(α)=======⇒ O ′B = b sin(α)
sin(α−β)

OA′||O ′B ′′ Intercept theorem===========⇒ BB ′′
BA′ = BO ′

BO

⇒ BB ′′ = BA′ b sin (α)
Rasin(α−β)

(7)

Fig. 9 The rotated image about ZP 2 by ψ

where b is the distance between the center of capsule and
the curve of the greater curvature. From Eqs. 6 and 7:

BB ′ = BA′ b sin (α)

Rasin?(α − β)
(8)

Now γ is calculated by using the relationship between chord
and angle:⎧⎪⎪⎨
⎪⎪⎩

BB ′ = 2Ra sin
( γ
2

)
f rom (8) : BB ′ = BA′ b sin(α)

Rasin(α−β)

BA′ = 2Ra sin
(

α−β
2

) ⇒ γ =

2 sin−1
(
2Ra sin

(
α − β

2

)
b sin (α)

2R2
asin(α − β)

)
(9)

By supposing small α and β, Eq. 9 can be written as:

γ = b

Ra

α (10)

By substituting Eqs. 4 and 10 in Eq. 2 the error of non-
perpendicularity of the camera to the curve at point B ′can
be written as:

E1 =
∣∣∣∣α − (

1

Ra

+ b

Ra

α)

∣∣∣∣ = 1

Ra

|(Ra − b) α − 1| (11)

Fig. 10 The defined maneuvers for following the desired path
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Fig. 11 The projection of the greater curvature on a cylindrical
surface, and the positions of the capsule

For ns th movement step the error is calculated as:

Ens =ns

∣∣∣∣α−
(

1

Ra

+ b

Ra

α

)∣∣∣∣= ns

Ra

|(Ra − b) α − 1| (12)

The number of movement steps (N) is derived in Eq. 13 in
terms of the length of the greater curvature (L in Fig. 12)
and the length of arc AB ′.
⎧⎪⎨
⎪⎩

N = L
AB ′

AB ′ = a (β + γ ) = Ra

(
1

Ra
+ b

Ra
α
)

= 1 + bα

L = Raφ

⇒ N = Raφ

1 + bα
(13)

where φ is the central angle subtended by the greater
curvature.

It can be understood from Eq. 12 that the error occurring
at each step accumulates and becomes larger as the capsule
travels along the greater curvature. The maximum error
(EN) happens at the last point of the greater curvature. For
small α and β, the value of this error is:

EN = φ − NαN = Raφ

1 + bα
⇒ EN = φ(1 − Ra

1 + bα
α)

(14)

The main purpose is finding the proper value of α which
minimizes the error in each movement step. According to
Eq. 12:

Ens = 0 ⇒ α = 1

Ra − b
(15)

Since the value of Ra varies for different patients, in order
to calculate the proper α, a range should be defined for
Ra . In different works e.g. [34] the shape of the distended
stomach is estimated like a sphere, Ra can be considered as
6 cm for 1 liter distended stomach. On the other hand, the
length of the greater curvature is 4 or 5 times longer than

Fig. 12 The projection of the
cylindrical surface in XZ-plane.
R3 is the position of the capsule
after the rotation maneuver
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the lesser [35] and according to [36], assuming the spherical
geometry for the stomach is not valid. Hence, in order to
achieve a more reliable value for Ra , three real stomachs
were measured in dissection room of Isfahan University of
Medical Science, and the largest value of Rawas obtained
as 18 cm.

In order to determine the value of b, it is assumed that
the length of the capsule endoscope is 2 cm and the proper
distance between the camera and the greater curvature is 4
cm. As a result, the value of b can be determined as 5 cm.

Now, the proper range of α for zero error is calculated as:

6 ≤ Ra ≤ 20, b = 5

⇒ 0.07rad 	 4◦ ≤ α ≤ 1rad 	 57◦ (16)

As it is mentioned before, the value of Ravaries for different
people, so the proper value of α is also unknown. Therefore,
the value of α is selected as 0.125 rad at first, which
is corresponding to the median value of Ra(13 cm) and
zero error. Then, the maximum error for different values
of Ra is obtained. According to Eqs. 12 and 14, the
maximum error occurs for Ra = 6and20 and for the last
movement step, so the impacts of the non-perpendicularity
error are investigated for these cases. These impacts are
shown by three variables. The first and second variables
indicate the common area between two images (CAn)

acquired by the camera at positions R1n (when the nth
movement step starts) and R3n (after applying following
the desired path maneuvers and rotation maneuver). This
common area is corresponding to the common length of the
greater curvature in XZ-plane seen inR1n andR3n positions.
CAn should be large enough to ensure there are sufficient
corresponding interest points to be matched in two images
[28]. CAn decreases as the non-perpendicularity error
increases, so its minimum CAN occurs in N th movement
step. Therefore, the variables used for indicating CAn are
the length of the greater curvature which is seen by the
camera in the last movement step (the arc NF) and the angle
(ν) subtended by this arc (Figs. 14 and 15). The value of
CAN can be assumed as the value of NF.

The third variable (ed) demonstrates the distance
between the position of the camera at N-1th movement step
and the part of the greater curvature which is displayed in
the middle column of the acquired image in this movement
step (Fig. 16). As it is mentioned in Section 2.3, for
following the desired path, the pixel in the middle column
of the image, which is located against the camera, is used.
This distance is made because the position of the camera is
not exactly against the middle column of the image when its
optical axis is not perpendicular to the scene.

According to the general shape of the stomach and the
measurements of φ, which are obtained from cadavers, the
value of φ can be considered between 80 to 110 degrees.

Fig. 13 The geometric information of the capsule movement along the
greater curvature

The impacts of the non- perpendicularity error in the
last movement step are investigated based on Fig. 14. By
assuming the angle of view equal to 120◦ and the angular
error greater than zero (EN > 0):

xcam = Ra sin (φ) − 4 cos
(π

2
− φ + EN

)

zcam = Ra cos (φ) − 4 sin
(π

2
− φ + EN

)
(17)

{
xcam + f cos

(
π
2 − φ + EN + π

3

) = Ra sin (σ )

zcam + f sin
(

π
2 − φ + EN + π

3

) = Ra cos (σ )

Raise both sided to the power of 2=====================⇒
(
xcam + f cos

(π

2
− φ

+ EN + π

3

))2+ (
zcam + f sin

(π

2
− φ + EN + π

3

))2 = R2
a

(18)
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Fig. 14 The position of the
capsule with respect to the
greater curvature in N-1th
movement step for EN > 0

f can be calculated using Eq. 18. Accordingly, the
coordinates of point F is obtained as:

xF = xcam + f cos
(π

2
− φ + EN + π

3

)

zF = zcam + f sin
(π

2
− φ + EN + π

3

)
(19)

Finally, the length of the greater curvature, which is seen
by the camera in the last movement step (the arc NF), and
the angle (ν) subtended by this arc are derived as:

ν = φ − tan−1
(∣∣∣∣xF

zF

∣∣∣∣
)

Fig. 15 The position of the
capsule with respect to the
greater curvature in N-1th
movement step for EN < 0
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Fig. 16 The chords
corresponding to the length of
the images in XZ-plane

NF = Raν (20)

The Eqs. 19 to 20 are also obtained for EN < 0 (Fig. 15):

xcam = Ra sin (φ) − 4 cos
(
EN −

(π

2
− φ

))

zcam = Ra cos (φ) + 4 sin
(
EN −

(π

2
− φ

))
(21)

{
xcam + f cos

(
π
3 − (

EN − (
π
2 − φ

))) = Ra sin (σ )

zcam + f sin
(

π
3 − (

EN − (
π
2 − φ

))) = Ra cos (σ )

Raisebothsidedtothepowerof 2==================⇒
(
xcam + f cos

(π

3
− (EN

−
(π

2
− φ

))))2+(
zcam+f sin

(π

3
−

(
EN −

(π

2
−φ

))))2= R2
a

(22)

xF = xcam + f cos
(π

2
− φ + EN + π

3

)

zF = zcam + f sin
(π

2
− φ + EN + π

3

)
(23)

ν = φ − tan−1
(∣∣∣∣xF

zF

∣∣∣∣
)

NF = Raν (24)

ed can be obtained with respect to Fig. 16 and by using the
following steps.

1- The length of chord ch is calculated at the first position
of the capsule where the capsule is perpendicular to the
greater curvature. First, angle ν is calculated for φ = 0, and
then, ch is obtained according to Eq. 21. The length of ch is

corresponding to half of the length of the acquired image by
the camera.

ch = 2Ra sin
(

ν
2

)
(25)

2- The length of chord ch′ is calculated at the position of
the capsule in N − 1th movement step. First, angle ν′ is
calculated for φ = φ − 1+bα

Ra
, and then, ch′ is obtained

according to Eq. 22. The length of ch′ is corresponding to
the length of the acquired image from the first column to the
column which is corresponding to the position of the camera
in N − 1th step.

ch′ = 2Ra sin

(
ν′

2

)
(26)

3- ed = ch − ch′.
Table 2 shows the impacts of the errors (that are

calculated in Eqs. 18, 20 and 22) for the radii 6 and 20 cm
and for three values of φ.

In order to decrease the impacts of the errors, the
following method is proposed. Since this method can be
used for stomach with unknown size, the proposed H-LC
system is robust against the various sizes of the stomach.

At first, since the exact value of Ra is not known, the
default value of 0.125 rad is selected for α. If the unfolded
antrum can be seen in the half right side of the image in ns th
movement step, the value of Ra is estimated as follows:

1- The values of L (the length of the greater curvature)
are calculated for different ns = N from 5 to 20 using
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Table 2 The impacts of EN

Radius of the Greater 

Curvature ( )

(cm)

Angle 
(degree)

6 20

80 ν = 79.7◦ ν = 10.15◦

NF = 8.35cm NF = 3.54cm

ed = 1.49cm ed = 2.04cm

90 ν = 86.67◦ ν = 10◦

NF = 9.08cm NF = 3.49cm

ed = 2.7cm ed = 2.1cm

110 ν = 102.1◦ ν = 30◦

NF = 10.69cm NF = 10.47cm

ed = 4.06cm ed = 1.52cm

Eq. 23. These values are written in the second column
of Table 3.

2- The new values are calculated for L according to the
length of an arc in a circle relation (L = Raφ) and for
Ra from 6 to 20 and for φ = 80◦, 90◦and110◦.

3- The obtained values for L in step 2 are compared with
the ones in step 1, the closest values are selected and
the corresponding Ra’s are specified.

4- The specified a’s in step 3 are written in the third
column of Table 3.

N = L/(1 + bα) =⇒ L = N(1 + bα) (27)

Table 3 The radii corresponding to different N

ns = N Length of the
Greater Curva-
ture (L) (CM)

Radius of the
Greater Curva-
ture (Ra) (cm)

7 8.1 6

8 9.8 7

9 11.4 8

10 13 9

11 14.6 10

12 16.3 11

13 17.9 12

14 19.5 13

15 21.1 14

16 22.8 15

17 24.4 16

18 26 17

19 27.6 18

20 2.3 19

21 30.9 20

The new value for α is calculated using the estimated
Ra and (15). Then, the capsule is moved to the first
position where was obtained in the secondary parking.
Finally the rotation maneuver is applied by the new
calculated α, which results in the minimum error.

2.5 Adjusting the Distance

Since the greater curvature is a curved-shape object, the
depth of its points changes. Therefore, in order to have an
image with proper scale, the depth of the capsule also should
be changed so that the distance between the capsule and the
greater curvature remains acceptable. To achieve this goal,
the presented method in [28] is used.

3 Experimental Results and Discussion

3.1 Experimental Scenario

Before starting the endoscopy procedure, the clinician
should proceed to in vitro calibration of the present capsule
as it is explained in Section 2.1 (Fig. 17a) and form a
table similar to Table 1. Then, the endoscopy procedure
starts. The modus operandi of the proposed H-LC system
for automatic endoscopy of the greater curvature by using
the explained phases in sections 2.2 to 2.5 are as follows
(Fig. 18).

1- The capsule is placed at the beginning of the greater
curvature (either manually or automatically) in a proper
distance (according to Section 2.1). Then, the reference
and body coordinate systems are defined and the first
movement step starts, ns = 1 (Fig. 17b).

2- The image is acquired at the current position; the
desired path is planned by using the method explained
in Section 2.1. Points A and B are specified and ψ is
calculated.

3- The capsule is rotated about the ZC-axis by ψ◦. Then,
it is moved along the new YC-axis as �y cm. Finally,
it is transferred along the new XC-axis as �x cm.
After these maneuvers, the position of the capsule
with respect to the second reference coordinate system
(03ρ) is calculated by the homogeneous transformation
matrices as:

0
3ρ = 0

1H
1
2H

2
3H

3
3ρ, 33ρ =

⎡
⎢⎢⎣
0
0
0
1

⎤
⎥⎥⎦ (28)

0
1H =

[
RotZC,ψ 0

0 1

]
, RotZC,ψ =

⎡
⎣ cos(ψ) −sin?(ψ) 0

sin(ψ) cos?(ψ) 0
0 0 1

⎤
⎦
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Fig. 17 a In vitro calibration of the present capsule b Parking the capsule at the beginning of the greater curvature

1
2H =

[
I3×3 T ransXC,�x

0 1

]
, T ransXC,�x =

⎡
⎣ �x

0
0

⎤
⎦

2
3H =

[
I3×3 T ransYC,�y

0 1

]
, T ransYC,�y =

⎡
⎣ 0

�y

0

⎤
⎦

4- The capsule is rotated about the newYC-axis by α

degree. After applying this maneuver the position of the
capsule with respect to the second reference coordinate
system (04ρ) is calculated as:

0
4ρ = 0

1H
1
2H

2
3H

3
4H

4
4ρ, 44ρ =

⎡
⎢⎢⎣
0
0
0
1

⎤
⎥⎥⎦ (29)

3
4H =

[
RotYC,α 0

0 1

]
, RotYC,α =

⎡
⎣ cos(α) 0 sin(α)

0 1 0
−sin(α) 0 cos(α)

⎤
⎦

5- A new image is acquired and the scale factor between
this new image and the acquired image in step 2 is
derived. Then, the distance between the capsule and
the surface of the greater curvature is adjusted. One
movement step completes here. As a result, the final
position of the capsule with respect to the second

reference coordinate system after one movement step
(0ns

ρ) is calculated as:

0
ns

ρ = 0
1H

1
2H

2
3H

3
4H

4
5H

5
5ρ, 55ρ =

⎡
⎢⎢⎣
0
0
0
1

⎤
⎥⎥⎦ (30)

4
5H =

[
I3×3 T ransZC,�z

0 1

]
, T ransZC,�z =

⎡
⎣ 0

0
�z

⎤
⎦

6- ns is increased by 1. Steps 2 to 6 are repeated until
the unfolded antrum is seen. Finally, the value of ns

becomes equal to N .

3.2 Evaluation and Discussion

In order to evaluate the presented method for planning the
desired path, it is applied on the 82 endoscopic frames
with the size of 235 × 292 pixels acquired by the camera
whose field of view is 140◦ and frame per second is 25.
These images are captured from different parts of the greater
curvatures of different people. They are acquired in various
positions and orientations of the camera with different
illumination values. The evaluation is done inMATLAB and
using a Core™2Duo-2.80 GHz processor with 4GB RAM.

As it is mentioned in Section 1, in the literature related
to steering and controlling of active capsule endoscopes
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Fig. 18 The modus operandi of the proposed H-LC system
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inside the stomach, the authors have developed methods
in which an operator plays a high-level controller role and
determines the new desired position and orientation of the
capsule using the images acquired by the capsule. However,
in our method, the desired positions and orientations of the
capsule are determined automatically and without the need
of the operator, which can lessen the problems made by the
operator mistakes, e.g. missing some suspicious areas.

In [37] lumen detection is used for automatic control of
the flexible endoscope tip orientation towards the direction
of the lumen. However, this method is not useful for imaging
of the stomach and can only be used for steering the tip
to navigate the flexible endoscope through an endoluminal
path. Since in our method, the main goal is automatic
imaging of the stomach, the lumen detection is not a proper
method due to the large open space in the stomach.

Use of the proposed approach improves the accuracy of
the capsule endoscopy and makes the stomach examination
easier and more convenient.

In order to grantee a real time autonomous examination,
the required time for completing each movement step
should be low enough so that the overall examination time
remains in acceptable range (about 10-20 minutes due
to remaining time of PEG in the stomach”. The whole
image processing procedures takes about 2 seconds for each
movement step.

Figure 19a., displays the grayscale of the color image of
the greater curvature based on the Section 2.2 for preparing
the images to find the folds boundaries, and Fig. 19b and
c. show the grayscale images after applying opening and
closing operations.

Figure 20 depicts detecting the folds boundaries.
Figure 20a, shows the image segmentation on the binary
image, and in Fig. 20b the perimeter pixels, which
demonstrate the boundaries, are specified.

The performance of the proposed method for detecting
the folds boundaries is analyzed with respect to the ground
truth images. The ground truth images are obtained by

3 experts who specify the boundaries in each image. To
evaluate the results of the proposed method, the following
parameters are used:

Sensitivity (SE) = T P

T P + FN

Specif ity (SP ) = T N

T N + FP

Accuracy (ACC) = T P + T N

T P + T N + FP + FN

in which, T P is true positive (the pixels of boundaries that
are correctly identified), FP is false positive (the pixels
that are incorrectly identified as boundaries), T N is true
negative (the pixels that are correctly rejected), and FN is
false negative (the pixels of boundaries that are incorrectly
rejected). The averages of SE, SP and ACC for 82 images
are obtained as 94%, 88% and 92%, respectively.

Figure 21 Shows the desired path in a binary image and
in a grayscale endoscopic image according to the method
presented in Section 2.2 for planning the desired path. It can
be seen in this figure that by using the proposed method the
holes have no effects in path planning.

Figure 22 shows the results of path planning method
(explained in Section 2.2) for 6 sample frames. In this
figure, the points A and B, which are described in
Section 2.3, are also specified in each sample frame.

The values of ψ (radian) are calculated for each image of
Fig. 22 according to the presented method in Section 2.3, as:

ψ =
[
0 0.0831 −0.2450
0 0 0

]

As can be understood from Sections 2.2 and 2.3, the main
purpose of the desired path planning is determining the line
AB and following it by the capsule. To do this, the points
A and B should be specified and the angle of line AB (ψ)

should be calculated. For evaluating the performance of this

Fig. 19 An endoscopic image preprocessing: a the grayscale image, b the image after applying the opening operation, c the image after applying
the closing operation
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Fig. 20 Detection of the fold
boundaries: a image
segmentation on the binary
image using active contours, b
the perimeter pixels, which
demonstrate the boundaries

Fig. 21 Planning the desired
path: a the desired path in a
binary image, b the desired path
in a grayscale endoscopic image

Fig. 22 The planned desired path in 6 sample frames
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method, A, B and ψ are compared with A′, B ′andψ ′ that
are specified in the images in which the folds boundaries
are obtained by 3 experts. The accuracies are defined as the
number of pixels between A and A′ (ACA), the number
of pixels between B and B ′ (ACB), and the difference
between ψ and ψ ′ (ACL). The average of ACA is obtained
as 3.66 pixels and the average of ACB is obtained as 3.72
pixels which are completely acceptable with respect to the
number of images’ pixels based on the experts opinion. The
average of ACL is obtained as 0.005 rad which is ignorable.

For evaluating the calculated value of α using
the method explained in Section 2.4, the impacts of
non-perpendicularity, defined as mathematic parameters
(ν, NF, ed), are derived based on the default value of α

(Table 2). According to Table 2, in the worst case, 3.49 cm
of the length of the greater curvature is seen by the camera.
Therefore, the value of CAN for the worst case is equal to
3.49 cm. Although this value seems satisfactory, it is bet-
ter to be increased. According to Table 2, the maximum
ed occurs for Ra = 6 cm and is 4.06 cm which is rela-
tively large and it is better to be improved. By using the new
value of α, theoretically the error in the last movement step
(EN) and consequently the impacts of non-perpendicularity
should be equal to zero. But, because of the estimations in
deriving the equations, they are not exactly equal to zero.
However, they reach the possible minimum values. The fol-
lowing simulation is an example in which the real value of
EN is obtained.

For evaluating the introduced maneuvers for path
following and maintaining the direction of the capsule
perpendicular to the greater curvature (Sections 2.3 and 2.4),
a simulation in MATLAB is used. Figure 23 shows different
positions and orientations of the capsule after applying
steps 3 and 4 (which are introduced in Section 3.1). In
this simulation, the different parameters and different values
of ψ in different movement steps are assumed as follows.
Since all of these values are chosen completely arbitrary, the
results are reliable.

Ra = 15, φ = π

2
ψ(radian)=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.1651
0.1651
0.0831
0.1651
0.0831
0.0997

0
0

−0.0611
0.0873

−0.0698
−0.1047
0.0401

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Fig. 23 Different positions and orientations of the capsule after
applying the introduced maneuvers for following the desired path and
maintaining the direction of the capsule toward the greater curvature.
The stars are the symbols for the camera of the capsule

It is clear from Fig. 23 that by applying the maneuvers
in steps 3 and 4, the capsule moves properly along the
greater curvature while its direction is maintained toward
the greater curvature. The error in the last movement step
(EN) in this example with calculated α ∼= 0.07rad ,
explained in Section 2.4, is equal to 1◦ while the error with
the default value of α ∼= 0.125rad is approximately equal
to -48.5◦.

For using the proposed H-LC system, the patient should
lie on his left side so that the position of the stomach is as
shown in Fig. 2. The stomach should be distended about
1 liter by deglutition of liquid solution of Polyetilenglycol
(PEG). This liquid solution remains inside the stomach
for about 10-20 min, which allows control of the capsule
endoscope for examining the stomach during this time [10].
The H-LC system can be used for adult patients who have
not had a stomach surgery because the general shape of the
stomach usually changes after surgery.

4 Conclusion and FutureWork

In this paper a novel real-time high-level control system
for an active capsule endoscope is presented. This
system provides autonomous control of an active capsule
endoscope and automatic endoscopy of the biggest part of
the stomach (the greater curvature). There are two main
challenges which we try to solve in this paper:

1. Real-time planning the desired path and the maneuvers
of an active capsule endoscope, equipped with only a
monocular camera, while the exact shape and size of the
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stomach is unknown, 2. Imaging of the greater curvature
while the camera’s optical axis of the capsule remains
approximately perpendicular to the greater curvature during
its movement.

A calibration method is proposed due to the needs of
different phases of the proposed H-LC system. In the
proposed H-LC system, first, the boundaries of the folds of
the greater curvature are detected accurately and fast enough
using image processing techniques. Then the desired path
is planned using the path of the folds which is specified in
the middle of the region where the folds are restricted to.
For accurate following the desired path, three maneuvers are
proposed. Two maneuvers are introduced so that the desired
path is placed horizontally in the middle of the acquired
images, and one maneuver is suggested for moving the
capsule along the greater curvature.

In order to maintain the capsule direction perpendicular
to the surface of the greater curvature, a rotation maneuver
is proposed. For determining the suitable value of the
rotation angle (α), geometric modeling and analysis are
used. First the error of non-perpendicularity is defined as
is explained in Section 2.4, and the value of the rotation
angle corresponding to the minimum error is obtained
based on the defined parameters. Then, the values of these
parameters are specified based on previous works and some
experimental measurements. As a result, an acceptable
range is obtained for the rotation angle. Since the exact
shape and size of the stomach is not known for different
people, a method is proposed for determining the best value
of α for each person. In this method, the default value
is considered for α and the endoscopy procedure is done.
When the examination of the greater curvature finishes, the
best value of α is determined using the estimated radius
of the greater curvature based on the number of movement
steps. Then, the endoscopy procedure is repeated with the
new value of α.

The last achievement of the proposed H-LC system is
calculating the position vectors of the capsule with respect
to the second reference coordinate system after applying
each maneuver using homogenous matrices.

The proposed H-LC system ensures that the capsule’s
direction remains toward to the greater curvature during
the endoscopy procedure while it doesn’t have any contact
with the walls of the stomach. As it is mentioned in
Section 2 these features guarantee that the acquired images
are suitable and useful, and the stomach is exposed to
less damage. In the proposed H-LC system, the position
of the capsule is quite clear; consequently, the positions
of abnormalities and disorders can also be determined.
Therefore, using the localization methods is not required
when the H-LC system is used.

It should be noted that the presented H-LC system can
be used for endoscopy of the lesser curvature by changing

the position of the patient and applying some changes to the
details of each phase.

We aim to design a suitable low-level control system
for capsule endoscopy procedure. H-LC along with this
system provides the automatic capsule endoscopy in which
the human mistakes are minimized. Furthermore, we plan
to enhance our method by providing a hybrid system in
which the physician is able to choose between automatic
and manual modes.

Publisher’s Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.
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